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SELF-ORGANIZATION 

• Emerging structures or organized behavior without 
the external influence 

• Second law of thermodynamics (entropy) 
• Ilya Prigogine (Nobel prize in 1950.) 
• Living organisms, brain – neural networks, flocks of 

birds, shoals of fish, swarms of bees, herds, social 
networks, nations, religious groups    



EXAMPLES OF SELF-ORGANIZATION 

 



MODEL FOR SELF-ORGANIZATION 

• The information flow through fixed graph 
• Light cones 
• Local causal state 
• Local complexity 

 
• Markov field of local causal states 
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STATISTICAL COMPLEXITY 

• Periodical and random – complex 
• Entropy – rough distinction of elements 
• Internal computability of a process 
• Statistical complexity – minimal information required 

for optimal prediction                      
• Self-organization – increase of statistical complexity 
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PRIMARY OF WAVELETS 

• Signal space 
• Signal energy 
• Scalar product 
• Orthonormal wavelets  
                                                   is o.n.b. of   
• Atomic decomposition of a signal 
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FOURIER TRANSFORMATION 

• F – transform 
• Periodic signals 
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DEFECTS OF F-TRANSFORM  

• Non-periodic signals 
• Energy limitation 
• Uncertainty principle 
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WAVELET TRANSFORMATION 

• W-transform 
 

• Atomic decomposition of a signal  
• Pyramid of detail coefficients 
  (pseudo-numeration) 
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SOME SIGNIFICANT WAVELETS 
  



OPTIMAL WAVELET 

• Representation of a signal in the basis 
 
 

• Complexity of the system – minimal information 
required for optimal prediction  

• Optimal representation – maximal complexity 
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PROPERTIES OF W-TRANSFORM 

• Primary properties (multiresolution, locality, 
singularity detection, approximative decorrelation, 
energy compactition) 

• Secondary properties (persistence, clustering)  
• Tertiary properties (strong persistence, exp. decay)  



COEFFICIENT DISTRIBUTION 
 
 

• Mixed Gaussian model 
 
 

• Hidden variable 
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HIDDEN MARKOV MODEL 
 
 
 

• Coefficient correlations are realized locally through 
hidden states 

• Model parameters 
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EM-ALGORITHM 

• Tying – coefficients on a common scale are equally 
distributed 

• Iterative procedure estimating both model 
parameters and hidden state probabilities 

• Initialization : 
• E-step :   
• M-step : 
• Repeat E-step for           until convergence 
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BAUM-WELCH ALGORITHM 



VITERBI ALGORITHM 

• Maximum a posteriori probability estimation of 
hidden states     for realized values     and model 
parameters  

• Minimizing entropy  
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SELF-ORGANIZATION 
IN HIDDEN MARKOV MODEL 

• Time axis  – dyadic frequency axis 
• Local causal states – hidden states 
• Local complexity                               
• Global complexity    
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THREE THEOREMS 

• Global complexity measures increase of local 
complexity in temporal domain 

• Global complexity measures the accessibility of 
denoising the signal in WGN 

• Global complexity is minimal information required 
for optimal prediction in spatial domain 



DECOMPOSITION OF INFORMATION 

•                                                      (noise) 
•              informational content of causal variable                                                                           

(acausality – statistical causality) 
• Measure of self-organization 
• Minimal information for optimal prediction 
• Optimal representation of a signal and denoising
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RESULTS 



SUMMARY 

• Signal – Discrete representation 
• Statistical model – Hidden variables 
• Self-organization – Complexity 
• Mathematico-physical code (relevant information) 

 



SERBIA - SRBIJA 

• Not difficult – complex 
 
 

•Vocal R  



REPUBLIKA SRPSKA 
 
 
 
 
 
 

• 21 year - adulthood 



THE END 
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